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The article considers the possibility of using 6G mobile communication technology for
unmanned aerial vehicles, which is at the stage of active development. However, there is a
problem of limited energy reserves in UAV batteries, which limits their effectiveness. This
results in the need for regular charging stops, reducing the duration of their missions. The paper
proposes a new approach to this problem using tethered unmanned aerial vehicles (UAVs). The
basic idea is to create a network where tethered unmanned aerial vehicles (tUAVs) will maintain
constant power and data transmission through a tether that connects them to a ground station
(GN). This approach will avoid losing communication with the tUAV during recharging, ensuring
continuous monitoring and control. The article examines in detail the concept of connecting a
tUAV to the emergency department using a special cable that supplies electricity and transmits
data at the same time. This approach makes it possible to constantly feed tUAVs and receive
important information from them without the need for their severe limitation due to the need for
recharging. A cable connection that supplies power and transmits data allows tethered unmanned
aerial vehicles (UAVs) to leave the network coverage area only for short periods of time, such
as during maintenance and repair. The article provides a comparative analysis between tUAVs
and unmanned aerial vehicles (UAVs) that operate without tethering to a cable. The advantages
and disadvantages of each approach are evaluated, taking into account their performance and
the ability to maintain continuous communication in conditions of limited energy. Simulation
results demonstrating the possibility of achieving up to a 30% increase in coverage probability
using a tethered unmanned aerial vehicle (tUAV) with a cable length of 120 meters compared
to an untethered unmanned aerial vehicle (UAV) demonstrate the potential effectiveness of this
technology. The article also considers the challenges that may arise when implementing the
proposed model in practice, and questions the tasks for further research that can contribute
to the development of this innovative technology. Ways to further improve the technology may
include improving cable length, optimizing energy efficiency and reducing maintenance costs.
The research can contribute to the development of more advanced and productive unmanned
aerial vehicle systems and open new opportunities for their application in various fields, from
military applications to commercial and civilian purposes.

Key words: unmanned untethered aerial vehicle, tethered unmanned aerial vehicle, unmanned
aerial vehicle, base stations, macro base stations, ground station.

Anmonenko A. B., Bypak M. C., I[eux O. C., Bypauuncokuii A. IO., bansax A. A.,
3anghipoe P. P. Ocobnusocmi pozzopmanns mepeic MooiibHo20 368°a3Ky 3a 0onomozoro BI1/IA

B cmammi pozensoaemuvcs modciugicmes 3acmocy8ants mexHonozii Mooinenoeo 36'a3ky 6G
07151 6E3NINOMHUX IIMATBHUX ANApamis, sIKa 3Hax00Umvcst Ha cmaoii akmuenoi pospooku. [lpome,
BUHUKAE npobiema obmedceHo2o 3anacy eHepeii 6 akymyasimopax BIIJIA, wo oomedxcye ixuwo
epexmusnicmo. Lle npuzeodums 00 nompebu peeyiapHoi 3ynuHKu Ol 3apsoKu, WO 3MEHULYE
mpusanicms ixuix micii. Y cmammi npononyemuca Hosuil nioxio 00 yiei npobnemu 3a 00nomo-
2010 mpocosux besninomuux timanshux anapamie (mbI1J/I4). Ocnosna idest nonseac 8 cmeopenHi
Mepedici, 0e mpocosi 6esninomui aimanvri anapamu (mBII/IA) niompumysamumyms nocmitine
JHCUBTICHHST MA nepeoayy OaHUX uepes mpoc, sKkuil 3'eonye ix 3 nazemnoro cmanyiero (HC). [ei
nioxio dozsonumy YHUKHymu empamu 36's13xy 3 mbI1JIA nio uac niosapsaoku, 3abesneuyrouu Hene-
PepeHutl MOHIMopuHe ma KOHmpoas. Y cmammi 0emanbho po3anadacmvpes KoHyenyis niokano-
uennsa mbIIJIA oo HC 3a 0onomozcorn cneyianvHo2o mpocy, SKUll nOCMavae enekmpoeHepeio
i nepedae dani oonouacHo. Lletl nioxio doseonse nocmitino scusumu mbIIJIA ma ompumyeamu
8I0 HUX 8adXdCIUBY IHopmayito 6e3 HeoOXIOHOCMI IXHbOI CUNLHOI 0OMeNceHOCmi Yepes nompeody
y niosapsaoyi. ITIOKI0UeHHs mpocom, Wo NOCMAYae elekKmpoeHepeito ma nepeoac 0ami, 0036011€
mpocosum be3ninomuum aimanenum anapamam (mbIIJIA) 3anuwamu 301y nokpumms mepexci
Juue Ha KOpOMKULL 4ac, Hanpukiao, nio 4ac mexHiuHo2o 00C1Y208y8anHts ma pemoumy. Y cmammi
npoeooumbCst NopieHANLHUU ananiz misic mbIIJIA ma besninomnumu nimanrbHumMu anapamamu
(PmIIJIA), siki npaytoroms Oe3 npug'szku 0o mpocy. Oyinomscs nepesazu ma HedoNiKu Koic-
HO20 NiOX00y 3 YPAXyeaHHAM iXHbOI NPOOYKMUGHOCMI Ma MOJNCIUGOCHEU NIOMPUMANHsL De3ne-
PEPBHO20 36'A3KY 8 YMO8ax oomediceHol enepeii. Pe3ynomamu mo0eniogans, wo 0emMoHCmpyoms
Mookcnugicms docsaenenns 00 30% 30inbuients UMosIiPHOCII OXONAEHHS 3a 00NOMO2010 MPOCOo-
6020 besninomuoeo nimanvHo2o anapama (mbIIJIA) 3 doexcunoro mpoca 120 mempis 6 nopie-
HAHHI 3 Oe3npug'sisnum besninomuum nimanvhum anapamom (BIIJIA), céiouams npo nomenyiiiny
epexmuesHicmo yiei mexnonozii. Cmamms makosic po3eniode UKIUKU, SKI MONCYMb GUHUKHY MU
npuU 8NPOBAOICEHHI 3aNPONOHOBAHOI MOOEL Yy NPaKmuyi, i cmasumse nio CymMHie Ha 3a80aHHs1 OJis
HOOANBULUX OOCTIONCEHD, KT MONCYMb CAPUSMU PO3BUMKY Yi€l iHHosayitiHoi mexnonoeii. LLnsxu
07151 NOOANLULO2O YOOCKOHALEHHS MEXHONO02I] MOJMCYMb GKAIOUAMU 8 cebe NOTNUEHHS O0BHCUHIL
mpoca, OnmuMizayito enepeoeQexmusHoCmi ma 3MeHWen s sumpam na 0ociyeogyeanns. Jlocui-
OICEHHs1 MODICe CRPUSIIU PO3GUMK) OLTbUL NePedosUx ma NPOOYKMUGHUX CUCHeM 0e3NiIOMmHUX
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JIMANbHUX anapamie i 8IOKpUMuU HO8I MONCIUBOCII OIS IX 3ACMOCYBAHHS Y PISHUX 2ALY35X, 6i0
BILICLKOBO2O 3ACMOCY8AHHS 00 KOMEPYIUHUX T YUBITLHUX YiTell.

Knrwuosi cnosa: 6esninomuuil Henpug a3anutl 1imanbHutl anapam, mpocosuii 6e3niiomHuil
aimanbHull anapam, 6e3niomHuil 1imanbhull anapam, 6a306i cmanyii, Makpobazoei cmanyii,
HA3eMHA CMAHYIs.

Introduction. The use of unmanned aerial vehicles (UAVs) becomes extremely
useful with the introduction of sixth generation (6G) mobile communications. First of
all, it allows you to deploy a communication network in a country where the construction
of traditional infrastructure was difficult or impractical. UAVs can fly at high altitudes
and cover large widths, making them ideal for covering large areas and regions with
difficult terrain. This is especially important for communication in sparsely populated
or mountainous areas.

The use of BPLA in 6G networks can provide fast Internet access and communication
in emergency situations, such as natural disasters or accidents, where existing
infrastructure may be damaged or unavailable. UAVs can be used to provide network
coverage in densely populated urban areas where large network capacity is required.
They can provide additional bandwidth and improve communication quality, reducing
the load on existing infrastructure. In general, the use of BPLA in the implementation of
6G mobile communication expands the network capabilities and enables communication
in various conditions, including hard-to-reach areas and emergency status.

The aim of the study. The purpose of implementing a 6G mobile communication
technology network based on UAVs is to provide reliable, extremely high-speed and
effective communication coverage in various conditions and regions, including hard-to-
reach areas, emergency situations and densely populated urban areas.

The objects of research are unmanned aerial vehicles and various possibilities of
ensuring the duration of their operation.

The subject of research dedicated to the implementation of a network based on 6G
mobile communication technology based on UAVs is the development and optimization
of the infrastructure, the identification of potential applications in various fields,
including transport, communications and emergency situations, as well as the study of
the impact of this technology on society and technical aspects its implementation.

Analysis of recent research and publications. Current terrestrial network
capabilities are still far from meeting the 6G requirements for global coverage. A large-
scale network is required that can also integrate non-terrestrial networks to support a
variety of applications such as aviation and navigation. The 6G architecture will be
cellular, large and four-layer. Network levels include space, air, ground and underwater
[1]. For example, with the space network layer, space internet services (which can be
critical for space travel) will be in the coverage area thanks to satellites [2]. For the ground
level, terabit speed data transmission will be provided to increase the 6G coverage area
using terahertz frequency bands. Thus, the frequency will increase, causing an increase
in path loss. The range of 6G will be less than that of current generations. In this case,
it will be necessary to use a larger number of base stations, which will make the 6G
network significantly more crowded and dense.

With the use of 5G, the concept of IoT networks refers to the billions of intelligent
devices that connect systems, people and other applications to collect and share data.
With 6G, this concept will expand and evolve to real-time monitoring and response, not
limited to connection and communication detection. The "Tactile Internet" describes the
real-time discovery, control, access, and operation of virtual objects as defined by the
IEEE 1918.1 standard [3].
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Due to current resource and detector limitations, the terahertz spectral range is not
fully utilized. Photonic solutions have been an advanced technology that is expected to
enable this frequency range to be used in a variety of ways. Photonic methods are the
preferred solution for millimeter wave and THz generation in terms of energy efficiency,
bandwidth, and control range. Terahertz frequency generation techniques based on
photonic heterodyne mixing techniques can overcome the bandwidth limitations of
electrical components and effectively contribute to the seamless integration of fiber
optic and wireless networking. This will make the fiber-terahertz-fiber streaming
system a promising choice [4], [5]. Visible Light Communication (VLC) systems
are important for 6G. VLC works in the frequency range from 400 THz to 800 THz.
Unlike RF technologies, which use antennas in the low terahertz range, visible light
communication relies on light sources (such as LEDs, image sensors, or photodiode
arrays) to communicate with transceivers. In several non-terrestrial scenarios, such
as aviation or maritime applications, visible light communication outperforms RF
technology in terms of propagation performance.

Presentation of the main research material. It is believed that UAV base stations
(UAS) are an integral part of the 6G cellular architecture [6], [7]. The inherent mobility
flexibility and relative ease of deployment can be useful for many requirements of next-
generation cellular networks, such as providing coverage in hotspots and areas with
scarce infrastructure, such as disaster recovery environments or rural areas. The high
probability of establishing line-of-sight (LOS) with ground users due to high altitude
leads to more reliable communication channels and a wider coverage area [8], [9].
Potential use cases for airborne BSs include offloading macro base stations (MBSs) in
urban and densely populated areas and providing coverage to rural areas that typically
suffer from low cellular coverage due to lack of operator incentives.

These potential advantages of airborne BSs have prompted the research community
to study many aspects of UAV-enabled cellular networks, such as air-to-ground (AG)
channel characteristics, optimal UAV placement, and trajectory optimization [10]. In
addition, there are two key challenges in designing UAV-enabled systems, which will be
discussed in more detail in this article. The first is the limited energy resources available
on board, which makes the flight time less than one hour in most commercially available
UAVs [11], [12]. The second key design issue is wireless backhaul [13].

Generally, the energy consumption of a UAV is twofold: propulsion energy, which
is the energy consumed by the UAV for flight and hovering, and payload energy, which
captures the energy consumption for communication and on-board processing. Many
research works were aimed at developing energy-efficient communication schemes for
UAVs in order to extend their service life. However, since the propulsion energy is much
greater than the payload energy, energy-efficient communication will not greatly affect
flight time. This short flight duration may not be a problem for some use cases, such as
delivery by drones between nearby locations or the distribution and collection of data
from sensor networks. however, when it comes to UAV installations, longer flight time
is vital to ensure stable and uninterrupted cellular communications.

Unlike ground base stations, which have wired communication channels (usually
using fiber optic cables), UAVs rely on wireless communication channels. Compared
to wired connections, wireless reverse connections are susceptible to higher latency,
interference, and lower achievable data rates. Therefore, it is important to find the best
technology for establishing wireless feedback on UAVs [14]. The available solutions in
the article include: satellite communication, millimeter wave communication, optical
communication in free space (OZVP) and in-band transit communication. Each of these
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four solutions has its advantages and disadvantages. For example, satellite communication
provides a more reliable transit link, but suffers from higher latency. On the other hand,
millimeter waves and OZVP provide a much higher data transfer rate compared to
in-band communication. However, both solutions are highly vulnerable to jamming and
are only reliable over short distances. In modern literature, the most attention is paid to
the use of intraband transit communication. This solution has lower latency compared
to satellite backhouse. It does not require a PvP channel for effective communication,
like millimeter waves or OZVP. However, due to the high flight altitude of the UAV, it
suffers from higher levels of interference, which can significantly reduce the achievable
rate of transit feedback. This paper proposes a system setup based on tethered UAVs
(tUAVs). The proposed technology solves the two technical problems described above:
short flight time due to limited on-board power and establishing reliable feedback. The
interface between the BS and the UAV consists of two components: power supply and
data transmission channel. The power supply is carried out from the BS to the tUAV
through a wired connection, which allows the tUAV to maintain a much longer flight
time. Similarly, the data transmission channel between the UA and the tUAV is also
physical through fiber optic communication, which provides reliable high-speed data
communication between the tUAV and the base station. Both the power and data wires
are bundled inside the binding. Currently commercially available UAVs can stay in
the air continuously for several days, with a proven ability to withstand harsh weather
conditions. Due to its weight, the length of the cable is usually limited and ranges from
80 m to 150 m [14]. In a recent case, Puerto Rico deployed UAVs to provide cellular
coverage to affected areas after Hurricane Maria [15].

The main disadvantage of tUAV is the limited length of the cable, which limits the
mobility and flexibility of movement of the drone. Thus, a compromise between UAVs
and UAVs naturally arises, which looks as follows. On the one hand, the tUAV has a
much longer flight time compared to the UAV due to the stable power supply via the
cable. However, it can hover or move only in a limited space defined by the length of the
cable and the surroundings of the object of observation. On the other hand, the UAV has
complete freedom to move anywhere to maximize network performance. However, due
to the limited capacity of the on-board battery, it is forced to regularly interrupt its work
to recharge or replace the battery. Unfortunately, today we do not have the technology
that can provide a long flight time while maintaining free mobility.

The proposed system consists of three main components:

- UAV;

— rope;

— NS.

The UAV is placed in a carefully selected location that satisfies two conditions: it
has a reliable connection to the main grid and it has a stable power source, such as a
grid connection or a generator. These two connections (power supply and mains) extend
to the UAV using a cable. Thus, the cable provides uninterrupted power supply to the
UAV, which allows it to remain operational with a significantly longer flight time. In
addition, the cable also connects the UAV to the main network via a wired connection,
providing stable, reliable and secure feedback. The UAV can hover only within a certain
range, which mainly depends on the length of the cable. If we assume that the NS,
which is the launch point of the tUAYV, is placed on the roof, then the tUAV can hover
around the roof within a truncated hemisphere with a radius equivalent to the length of
the cable, centered on the roof. The general area in which the UAV can hover is limited
by the height of nearby buildings. Motion planning methods can be used to determine
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achievable three-dimensional (3D) locations for a given environment [16]. This area
will be referred to as the hang area later in this article. The UAV carries antennas and
a set of computing units. These computing units are connected to the NS through an
optical fiber that transmits data along the cable. Although antennas and processor units
are considered heavy components for typical UAVs, modern commercial systems are
capable of carrying up to 60 kg of additional payload [17]. The UAV must hover within
the hover area and find an optimal 3D location that maximizes cellular coverage for
ground users. In addition to its main task — ensuring the connection with the main
network and energy resource, NS is responsible for cable control. In particular, the
emergency operator must monitor the tension of the cable and ensure that it is always
taut. During the movement of the tUAV, the EMS should sense whether the tUAV needs
to release a longer cable to reach the destination, or retract an additional length to ensure
the tension of the cable [18], [19]. From the above considerations, it is clear that a
reasonable selection of the location of the emergency vehicle is of great importance
for the performance of the tUAV system. For example, placing an emergency vehicle
on a roof surrounded on all sides by tall buildings will reduce its hovering area almost
to the area above its own roof. A smaller hover zone leads to a more complex UAV
3D placement problem and limits the UAV's mobility. The process of choosing the
location of an emergency station must take into account many aspects, such as the
spatial distribution of traffic demand and the availability of the necessary infrastructure.
In addition to productivity, economic efficiency should be considered when designing
a UAV system. There are certain differences in terms of capital expenditure (CA) and
operating costs (OS) between tUAVs and UAVs. The capital investment that exists only
in tUAV systems is mainly related to the cable and its mechanical controller and ground
station. At the same time, the capital investment that exists only in UAVs is related to
the charging stations required for recharging/replacing the UAV batteries. On the other
hand, the operating costs that exist only in tUAV systems are mainly related to the rental
of the roofs that are used to host the ground station.

Monte Carlo simulations will show the trade-off between tUAVs and UAVs in terms
of unlimited mobility with limited flight time for UAVs and limited mobility with
unlimited flight time for tUAVs. First, the setup of a system consisting of an MBS, a
cluster of users and a UAV deployed to serve this user cluster and offload the MBS will
be considered. User locations are evenly distributed within the cluster with a radius of
100 m. In case of UAV, we assume that it hovers in the center of the cluster for maximum
coverage. However, due to battery limitations, the UAV must leave its location in the air
and fly back to the charging station to charge/replace the battery. During this time, users
are served only by MBS. Hence, we present the availability of the UAV as the fraction
of time it is actually operational. On the other hand, in the case of using a tUAV, we
assume that it has an unlimited flight time. However, its mobility is limited by a cable
connecting it to the MBS with a length of 120 m, similar to the specifications of the
UAV [20]. So, here we assume that the tUBLA is an MBS.

In this simulation, one circular cluster of users is considered, and the users are evenly
distributed inside a disk with a radius of 100 m. The availability of the UAV determines
part of the time during which the UAV is working, and the rest of the time it is charging/
replacing the battery. The UAV is connected to the MBS via a cable 120 m long [20].
3 scenarios are compared: scenario 1, when an UAV is used and the main limitation
is its availability, scenario 2, when a tUAV is used and placed in the optimal place in
the hover area, and scenario 3, when the UAV is placed directly above its NS (optimal
placement is not considered).
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In this simulation, the coverage of uniformly distributed users within a disk with
a radius of 100 m is studied. The MBS is located 160 m from the disk center. The
tUBLA base station is placed on the nearest available roof to the center of the disk. The
availability of roofs determines the share of buildings where emergency deployment is
allowed. The building density is 500 buildings/km2. 2 scenarios are compared: scenario
1, when an UAV is used and the main limitation is its availability, scenario 2, when a
tUAV is used, and the BS is placed on the closest available roof to the center of the
cluster [21].

In case of readiness, 0.8 tUAV outperforms UAYV if the distance between the MBS
and the center of the cluster is less than 193 m. This threshold increases when UAV
availability decreases.

The performance of the tUAV is compared for two deployment scenarios: the tUAV
hovers exactly over the NS with the cable stretched to the maximum and the tUAV is
placed in an optimal location within its hover zone that maximizes the coverage prob-
ability. The results show the importance of optimal placement of the tUAV. The prob-
lem of optimizing the placement of tUBAS differs from the typical problems of 3D
placement of UAVs, which are described in the article. This is mainly due to the lim-
ited mobility of the tUAV, which reduces its availability in 3D locations. Note that this
deployment problem is different from the scenario of setting the maximum allowable
altitude for UAVs. For the latter, a UAV can hover anywhere as long as it maintains its
altitude below a set value, which cannot be said for a tUAV.

As mentioned earlier, the NS does not necessarily have to be the MBS. It can be the
roof of any building, as long as it has access to a stable energy resource and a reliable
connection to the main grid. Obviously, these conditions are not always satisfied by any
randomly selected building. Additionally, not every building that meets these conditions
will provide an operator with access to deploy their EMS on the roof. Hence, for a given
building density, rooftop accessibility is introduced as the ratio of buildings that meet
the above conditions and are willing to provide access to their rooftops. A similar setup
is considered, with the deployment of the NS on the nearest available roof to the center
of the cluster, instead of deploying it on the MBS. In addition, the distance between the
MBS and the center of the cluster is fixed at 160 m. The location of buildings is modeled
using the Poisson point process (PTP) with a density of 500 buildings/km2, which is
a typical building density in urban areas. The characteristics of tUAVs and UAVs for
different values of roof accessibility are compared. It is observed that the minimum
required rooftop accessibility for a tUAV to outperform an UAV decreases as the cable
length increases. For example, when the availability is 0.9, the required roof availability
decreases from 0.25 to 0.05 as the maximum cable length increases from 80 m to 120 m.
This result shows the effect of the maximum cable length on system performance. Given
that the availability of rooftops is a significant part of the capital cost of the system,
these results show that increasing the maximum cable length is indeed important for a
cost-effective tUAV deployment.

The complications with the tUAV deployment model are as follows. First, aerial
communication systems in general require new regulatory policies, then tUAV systems
may require some special considerations. For example, new safety regulations must be
implemented for areas where ropes are allowed. Safety margin around buildings and
above ground around buildings and above ground to avoid accidents due to entangle-
ment or any malicious attempts to entangle the cable.

Secondly, in contrast to typical studies on the optimization of UAV deployment,
the problem of tUAV deployment is different. During operation, each tUAV must be
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physically connected to the emergency room on the roof by means of a cable. Therefore,
the problem is more limited and needs careful study. The problem of choosing a roof
can be solved using different approaches, depending on the main goals of the operator
in terms of quality of service. In addition to cellular coverage considerations, cost-effec-
tiveness should also be considered during the roof selection process.

Third, with regard to the location chosen for the deployment of the emergency vehi-
cle, it is important to know exactly what the hover area looks like. Given the constraints
of not impinging on neighboring buildings, providing sufficient distance from public
access, and creating a buffer over all surrounding buildings for safety, the hang zone on
each roof is truly unique. For example, if the roof is surrounded on all sides by lower
buildings, it will have a larger flight area and therefore more freedom of movement for
the tUAV. The hovering zone depends on the distance to the surrounding buildings and
their relative height. In order to solve the problem of 3D optimization of the placement
of the UAY, it is first necessary to obtain an analytical model for the hovering area. first
you need to get an analytical model of the hover region.

Conclusions. The paper considered the potential of tUAVs for cellular coverage
and increasing capacity. The proposed setup can be seen as a compromise that aims to
replace the current performance limitations of UAVs due to limited on-board energy
with mobility limitations due to tethering. tUAV systems have been shown to have
promising advantages over UAVs despite tethered mobility limitations. Some potential
use cases and applications were described where a tUAV-mounted BS would be of great
benefit, such as increasing bandwidth in urban areas, expanding coverage in rural areas,
and densifying the network. Finally, some open issues and research problems have been
described that need to be thoroughly investigated to better understand the performance
limitations of the proposed setup.
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