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The rapid proliferation of large language models (LLMs), such as ChatGPT and Deepseek,
has made it increasingly difficult to distinguish between Al-generated and human-written text.
This study evaluates the effectiveness of stylometric analysis as a transparent and interpretable
method for detecting synthetic content. A balanced dataset of 30,000 short-form responses
(10,000 per class: Human, ChatGPT, Deepseek) was constructed. While the Human and ChatGPT
responses were sourced from an existing dataset, the Deepseek responses were generated using
standardized prompts to ensure consistency. Each response was transformed into a vector
of 12 anually engineered features capturing lexical richness, syntactic structure, and readability.
The study involved five classifiers: Logistic Regression, Support Vector Machine, Random Forest,
Gradient Boosting, and Decision Tree. Each was trained and evaluated on multiclass and binary
classification tasks. Randomized hyperparameter tuning was applied to enhance performance.
The tuned Random Forest achieved the highest results, with macro-averaged Fl-scores
of 0.84 (multiclass) and 0.86 (binary), and accuracy over 87 %. Gradient Boosting and SVM
showed comparably strong performance, confirming the robustness of ensemble and margin-
based methods in this context. Key features such as Simpsons Index, type-token ratio, and
sentence length proved most informative. The results confirm that stylometric features, despite
their simplicity, can reliably distinguish between human and Al-generated text. The results
indicate that this approach demonstrates clear potential and, when used in combination with other
methods, can contribute effectively to the identification of Al-generated content. Additionally,
generating datasets using open-source models with the Ollama framework enables affordable
and scalable experimentation without relying on commercial APIs. This is particularly beneficial
for early stage research and academic environments with limited resources.

Key words: Al-generated text, stylometry, text classification, machine learning, large
language models.

Hlempuwax T. B., Pubuax 3. /1. Cmunomempuuna knacugicayis wimyuHno 32eHepo8anux
meKcmie: nopieHAIbHE OUIHIOBAHHA MOOeNeil MAUIUHHO20 HABUAHHA

13 nowupennsm seruxux mosHux mooenei, maxux ik ChatGPT i Deepseek, dedani cknadniuie
BUBHAUUMU, XIMO € ABMOPOM MeKCMY — NOOUHA YU WmYUHUll inmenekm. Y ybomy 00CniodHceHHi
OYIHIOEMBCS eheKMUBHICIbG CMUTOMEMPUYHO2O AHANIZY SIK NPO30PO20 Md THMEPRPENOBAHO20
Memooy Onsl 8UAGNEHHSI CUHMEMUYHO20 KoHmeHmy. Byro copmosano 36anrancosanuii Habip
i3 30 000 sionosioeti (no 10 000 ons koscnoeo kracy: Human, ChatGPT, Deepseek). Bionogioi
ona Human i ChatGPT e3amo 3 6iokpumozo oamaceny, a 0ns Deepseek cmeopeno okpemo 3a
€OUHUM WAOTIOHOM 3anumis 3 eukopucmanusim mooeni Deepseek 7B. Kooy 6i0nogiovb nepe-
MBOPeHO Ha 8eKmop i3 12 cmunomempuyHux 03HAK, WO XAPAKMepu3yIOmy NeKCUKY, CUHMAKCUC
ma yumadenvricmy. Jocniodcents 0Xonmoe n’amv mooenell Mawunno2o Hasyanns: Logistic
Regression, SVM, Random Forest, Gradient Boosting ma Decision Tree. KojcHy 3 HUX HA8YEHO
ma npomecmosano st 6a2amoxiacosoi ma 6iHapHol Kiacu@ikayii 3 nooarbuLor ONMUMI3aYiero
einepnapamempie. Hatisuwy eghexmuenicms noxasana mooens Random Forest (F1 = (0.84/0.86),
oocsenyswiu mounocmi nonad 87 %. Gradient Boosting i SVM maxoc npodemoncmpyesanu
xopowi pesynemamu. Hatlingpopmamusniwiumu oznaxamu suseunucy inoexc CiMncoua, cnis-
BIOHOWICHHSL MUNIE | MOKEHI8 ma cepeoHst O08ICUHA peueHb. Pezynvmamu niomeepodcyroms,
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Wo CMuIOMempuuti 03HAKU, NONPU CB0I0 NPOCHMONY, 00380IAI0Mb ePEKMUBHO PO3PIZHAMU
mexkemu A100CbKO20 Ma WmyuHo20 NOX00XCeHHs. 3anponoHosanuil nioxio 0eMOHCMPYE GUCOKY
iHmepnpemosaricmo i Modice Oymu eghexmueHo BUKOPUCAHUL Y NOEOHAHHT 3 THUUUMU Memo-
damu 01 eepuchikayii asmopcmea, 3a0e3neuents akademivnol 000poOUecHoCmi ma GUsLEIeHHS
32eneposanoco konmenmy. Kpim mozo, eenepayia 0anux 3a 00nomozcorn GioKpumux 10KAIbHUX
mooeneil y cepedosuwyi Ollama 3abe3neuye macumabosanicms eKCnepumenmis UKOPUCIAHHSL
naamuux API, wo ocobnueo axmyanvbno Ha panuix emanax 0OCHiONCeHb Ma 6 AKA0eMiyHOMY
cepedosuwyi 3 0OMeHCeHUMU PecypCamu.

Knrwwuosi cnoea: wimyuno 32eHeposanuil mexcm, CmMuiomMempis, Kiacugikayis mexcmis,
MAWUHHE HABYAHHA, 8ETUK] MOBHI MOOEII.

Introduction. Large language models (LLMs) such as ChatGPT, Claude, and
Deepseek are reshaping how people generate and interact with text across domains.
These systems can produce fluent, contextually appropriate writing that closely resembles
human output, making it increasingly challenging to determine whether a given text was
written by a person or generated by Al. This issue has become particularly relevant in
areas where authorship and authenticity matter most, including education, journalism,
academic publishing, and content governance.

A number of detection tools have been developed in response to this challenge.
Systems like GPTZero and DetectGPT often rely on token-level statistics or probability-
based heuristics to assess textual origin. However, many of these tools are closed-source,
commercial in nature, and lack transparency regarding their internal logic or limitations.
Their accuracy can vary across different domains and languages, and their use may
involve high computational or financial costs, especially for large-scale applications.

Stylometric analysis provides a complementary perspective grounded in linguistic
theory. It focuses on measurable properties of writing style such as lexical diversity,
sentence structure and readability which help characterize authorship. Although
stylometry has a long history in traditional authorship attribution, it remains relevant
today and continues to offer valuable insights when applied to texts generated by the latest
generation of LLMs. This study evaluates how effectively interpretable machine learning
models can distinguish between human- and Al-generated text using stylometric features.
A balanced dataset of 30,000 labeled short-form answers was created, evenly distributed
among human-written, ChatGPT, and Deepseek responses. Several classifiers were
trained and evaluated in binary and multiclass settings using optimized parameters. The
results show that even simple, manually engineered linguistic features can provide strong
predictive power in identifying Al-generated text. Stylometric methods retain their value
in the modern landscape, particularly when integrated into broader detection frameworks
aimed at increasing the transparency and accountability of Al-generated content.

Objectives of the Study. The primary objective of this study is to evaluate the
effectiveness of interpretable machine learning models in distinguishing between
human-written and Al-generated text based on stylometric features. Additionally,
this work demonstrates that local deployment of language models using the Ollama
framework can serve as a practical and cost-effective strategy for generating labeled data
and conducting controlled experiments in the domain of Al-generated text detection.

Review of Literature. Various methods have been proposed to detect Al-generated
text, ranging from token-based classifiers to statistical and linguistic approaches. Tools
like GLTR highlight improbable word choices based on language model probabilities
[1], while models such as DetectGPT rely on curvature of log-probability functions
to identify synthetic content [2]. Although these methods show promise, real-world
detectors like GPTZero and Originality. Al exhibit inconsistent accuracy across domains,
ranging from 55 % to 97 % [3], and are often closed-source and non-transparent.
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Stylometric analysis offers a linguistically grounded alternative that focuses on
quantifiable aspects of writing style, such as lexical richness, syntactic structure, and
readability. Traditionally used in authorship attribution, stylometric features are now
applied to Al detection. For instance, StyloAl used 31 manually engineered features
to classify texts with up to 98 % accuracy on educational datasets, significantly
outperforming GPTZero on paraphrased content [4]. Other studies combined stylometry
with perplexity and semantic embeddings, achieving F1 scores exceeding 96 % [5].

Unlike black-box neural models, classical machine learning algorithms — such as
logistic regression, SVM, decision trees, and ensemble methods — allow interpretability
by exposing which features influence predictions [6]. Experiments show that Random
Forest and Gradient Boosting, in particular, perform well when paired with robust stylistic
features [4]. Key indicators like average sentence length, function word ratios, and
pronoun usage have proven effective for differentiating between human and Al writing.

Despite these advances, current detectors face several challenges. Deep learning-
based systems often act as “black boxes”, making decisions difficult to interpret, which
is problematic in education or journalism where transparency matters [5]. Moreover,
minor input changes (e.g., abbreviating a word) can lead to misclassification [7]. Many
models also lack robustness across content types and domains [4], highlighting the need
for reliable and generalizable solutions.

A less-explored area is interpretable multi-class attribution: identifying not just
whether text was Al-generated, but which model (e.g., ChatGPT vs Deepseek) produced
it. The AuTexTification shared task emphasized this need [8], but most submissions
used deep ensembles that sacrificed interpretability. Some early work reframes this as an
authorship attribution task using stylometry [6], and hybrid approaches show potential
[9], yet a transparent stylometry-based framework for fine-grained LLM attribution
remains largely underdeveloped.

Dataset and Data Collection. The dataset used in this study was carefully curated to
support both binary and multiclass classification tasks (Human vs Al, as well as Human
vs ChatGPT vs Deepseek). It contains 30,000 labeled English-language responses
evenly distributed across three classes: Human, ChatGPT, and Deepseek. To ensure
consistency across model comparisons, a unified question set was used. Specifically,
10,000 unique question prompts were randomly sampled from the publicly available
HC3 dataset [10]. For each question, the following responses were collected:

*  Human Response: One corresponding answer manually written by a human from
the HC3 dataset.

*  ChatGPT Response: One matching answer generated by ChatGPT, also retrieved
from HC3.

*  Deepseck Response: A new answer generated using the Deepseek 7B model via
the Ollama framework. The generation was automated using a Python pipeline with the
following prompt structure: “Answer the following question: {question}”. A schematic
of the data generation pipeline is presented in Fig. 1.

Format Prompts: Generate
Load Prompts: . 'Answer the Response: o Eeere— . Label
10000 questions following question: Deepset 7B via Assignment
{question}' Ollama

Fig. 1. Deepseek Response Generation Pipeline
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The pipeline iterated over each question and recorded the Deepseek model’s
output. All responses were normalized and stored alongside the associated question
and a corresponding label: «humany, «chatgpt», or «deepseek». The resulting dataset
contained exactly 10,000 responses per class, each aligned to the same prompt.

Responses were converted to lowercase, stripped of special characters, and cleaned
of extra whitespace. No stemming or stopword removal was applied to preserve stylistic
characteristics. Questions were retained in the dataset for context but were excluded
from the classification feature extraction. All 30,000 responses are written in English.
To ensure uniqueness, duplicate entries were removed using hash-based filtering. This
balanced and structurally consistent dataset (Table 1) provides a solid foundation for
assessing stylistic differences among human and LLM-generated texts.

Table 1
Class Distribution and Data Sources
Class Number of Samples Source
Human 10,000 HC3 Dataset [10]
ChatGPT 10,000 HC3 Dataset [10]
Deepseek 10,000 Generated via Ollama (Deepseek 7B)

Methodology. Each response in the dataset was transformed into a 12-dimensional
feature vector representing its stylistic properties. The original answer text was
removed, retaining only numerical representations of style. This preprocessing
ensured consistency and interpretability across all downstream machine learning
models.

The extracted features capture various aspects of writing style and structure, including
vocabulary use, grammatical composition, and textual clarity. Table 2 provides a concise
overview of all stylometric features used for classification.

To compute readability metrics, standard formulas were applied. The Flesch Read-
ing Ease score is defined as:

FRE:206.835—1.015><(M)—84.6X[M). (1)
totalsentences totalwords
The Gunning Fog Index is calculated as:
Fog =0.4x ( totalwords )+ 100 X(complexwardsj ’ @)
totalsentences totalwords

where “complexwords” are defined as those with more than three syllables.

After feature extraction, the dataset of 30,000 samples was stratified and split into
training (80 %) and testing (20 %) subsets to maintain class balance. Feature values
were normalized using z-score scaling:

X' = (x — /s, (3)

x —raw feature value, @ — mean, and 6 — standard deviation calculated from the training
data. Standardization was especially important for models such as Logistic Regression
and SVM, which are sensitive to feature scale.

In addition to the original three-class dataset, a binary version was constructed by
merging ChatGPT and Deepseek into a single “Al” class, resulting in a balanced two-
class dataset (Human vs Al). Five classical machine learning models were implemented
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Table 2
Stylometric features extracted from each text sample
Category Feature Description

Lexical Average Word | The mean number of characters per word, reflecting the

Length vocabulary complexity. Texts with longer average word
length may indicate more sophisticated vocabulary.

Type-Token Ratio of unique words to total words; measures lexical
Ratio (TTR) diversity
Simpson’s Captures repetitiveness in vocabulary; higher values

Diversity Index |indicate lower diversity

Yule’s K Index | A robust lexical diversity metric that accounts for word
frequency distribution. It is essentially the probability that
two randomly picked words from the text are the same.

A lower diversity in an Al-generated text could signal
repetitive word usage or over-reliance on common words,
whereas human authors might introduce more unique or
context-specific terms

Syntactic | Average Average number of words per sentence; reflects syntactic
Sentence Length | complexity
Punctuation Rate of punctuation per word; captures stylistic variation
Frequency
Pronoun Ratio | Proportion of pronouns; reflects personal or impersonal
tone
Noun Ratio Proportion of nouns; high values may indicate factual or
list-like structure
Verb Ratio Proportion of verbs; shows degree of action-oriented
language
Function Word | Share of function words in the text; relates to grammatical
Ratio structure
Readability | Flesch Reading |Indicates text simplicity; higher scores mean easier
Ease (FRE) readability.
Gunning Fog Estimates years of education needed to understand the
Index text.

using the scikit-learn framework: Logistic Regression, Support Vector Machine (SVM),
Decision Tree, Random Forest, and Gradient Boosting. Each classifier was trained and
evaluated independently on both the multiclass and binary versions of the dataset.

Hyperparameter optimization was performed using RandomizedSearchCV with
cross-validation. Model performance was evaluated using Accuracy, Macro Fl-score,
and class-specific F1-scores.

Text preprocessing and feature extraction relied on several widely used Python
libraries. spaCy was used for tokenization, sentence segmentation, and POS tagging.
TextStat was used to compute syllable counts and readability metrics. NLTK provided
stopword filtering and additional linguistic utilities. Data manipulation was carried out
using pandas and NumPy.

The complete training pipeline for each task included: (1) feature standardization,
(2) stratified splitting, (3) model fitting, and (4) evaluation. All models were imple-
mented using the scikit-learn framework. Figure 2 illustrates the full experimental pipe-
line from raw feature matrix construction to final evaluation.
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Raw Dataset
(30,000 rows)
L ;
Extract Stylometric Features
(14 features per answer, remove
‘answer' text column)
Y
StandardScaler
(z-score normalization of all features)
Y
Generate Binary Dataset
(Label: Human vs Al) l
Binary Dataset Multiclass Dataset
(Human / Al) (Human / ChatGPT / Deepseek)
Train/Test Train/Test
Split (80/20) Split (80/20)
Model Training Loop Model Training Loop
(for each: LR, SVM, RF, GBoost, DT) (for each: LR, SVM, RF, GBoost, DT)
] [}
Hyperparameter Tuning Hyperparameter Tuning
(RandomizedSearchCV) (RandomizedSearchCV)
[ [
Evaluation: Evaluation:
Accuracy, Macro/Weighted F1 Accuracy, Macro/Weighted F1
>{ End }

Fig. 2. Stylometric Classification Pipeline

Results and Discussion. The classification experiments were conducted in both
multiclass and binary settings, using default and tuned hyperparameters for all models.
The evaluation began with multiclass classification to distinguish among responses gen-
erated by humans, ChatGPT, and Deepseek.

Table 3 presents the classification metrics using default hyperparameters. Among
all models, Random Forest and SVM consistently achieved the best results. Random
Forest reached 84 % accuracy and a macro F1-score of 0.84, followed closely by SVM
and Gradient Boosting. Logistic Regression and Decision Tree showed moderate per-
formance, with the latter being the lowest-performing under default parameters.

Hyperparameter tuning improved classification metrics across most models,
especially ensemble methods. As shown in Table 4, Gradient Boosting achieved
the highest accuracy (84 %) and macro Fl-score, demonstrating that optimized
configurations enhance performance significantly. Random Forest and SVM also
showed better class-wise balance. Logistic Regression improved only slightly, as it is




Komm’rorepHi Hayku Ta iH(opManiiiHi TexHoMorii | 141
I
Table 3
Multiclass Classification Results (Default)
F1

Model Accuracy | F1 (ChatGPT) (Deepseek) F1 (Human) | Macro F1
Logistic Regression| 0.70 0.80 0.69 0.61 0.70
Random Forest 0.84 0.87 0.84 0.80 0.84
SVM 0.82 0.87 0.82 0.77 0.82
Decision Tree 0.75 0.81 0.76 0.70 0.75
Gradient Boosting 0.81 0.86 0.82 0.76 0.81

Table 4
Multiclass Classification Results (Tuned)
F1 F1

Model Accuracy (ChatGPT) | (Deepseck) F1 (Human) | Macro F1
Logistic Regression 0.71 0.80 0.69 0.61 0.70
Random Forest 0.837 0.87 0.85 0.80 0.84
SVM 0.827 0.87 0.83 0.78 0.83
Decision Tree 0.79 0.83 0.81 0.73 0.79
Gradient Boosting 0.84 0.87 0.82 0.80 0.84

constrained by its linear nature. Decision Tree saw better generalization due to depth
restriction and pruning.

Fig. 3 shows the confusion matrix for the tuned Gradient Boosting classifier. Most
classification errors occurred between the ChatGPT and DeepSeck classes, indicating
stylistic overlap between Al models. Human-authored text was more consistently
identified, highlighting stronger distinctiveness in human writing.

Confusion Matrix - Gradient Boosting (Multiclass)

1600

ChatGPT

1400

1200

1000

True Label
DeepSeek

= 800

- 600

=400

Human

-200

ChatGPT DeepSeek Human

Predicted Label

Fig. 3. Confusion matrix for the tuned Gradient Boosting classifier
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Fig. 4 presents the confusion matrix for the tuned Random Forest classifier on the
same multiclass task. Similar to Gradient Boosting, most errors occur between the two
Al-generated categories, while human text remains the most accurately identified class.
Random Forest exhibited slightly more misclassification of Deepseek as ChatGPT than
Gradient Boosting, but overall class-wise balance was similar.

Confusion Matrix - Random Forest (Multiclass)

1600

1400

ChatGPT

1200

1000

True Label
DeepSeek

= 800

- 600

- 400

Human
'

-200

DeepISeek Human
Predicted Label

ChatGPT

Fig. 4. Confusion matrix for the tuned Random Forest classifier

The binary classification scenario simplified the task to distinguishing human
from Al-generated text. Under default settings, all classifiers improved notably. As
shown in Table 5, ensemble models once again achieved the highest scores. Random
Forest and Gradient Boosting surpassed 83 % accuracy. Even Logistic Regression
reached 76.6 %, confirming the strength of stylometric features in separating the two
classes.

Table 5
Binary Classification results (Default)

Model Accuracy F1 (AD F1 (Human) Macro F1
Logistic Regression 0.766 0.84 0.58 0.71
Random Forest 0.866 0.90 0.79 0.84
SVM 0.834 0.88 0.72 0.80
Decision Tree 0.796 0.85 0.70 0.77
Gradient Boosting 0.838 0.88 0.73 0.81

Tuned models, shown in Table 6, further increased performance. Random Forest
achieved nearly 88 % accuracy and a macro Fl-score above 0.86. Gradient Boosting
also crossed 87 %, confirming the value of hyperparameter tuning. Simpler models like
Logistic Regression and SVM approached ensemble performance, indicating that the
human vs Al distinction is linearly separable to a large extent.
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Table 6
Binary Classification results (Tuned)

Model Accuracy | F1 (AD F1 (Human) Macro F1
Logistic Regression 0.778 0.84 0.61 0.73
Random Forest 0.879 0.91 0.81 0.86
SVM 0.869 0.90 0.79 0.85
Decision Tree 0.85 0.89 0.76 0.83
Gradient Boosting 0.87 0.91 0.81 0.86

Fig. 5 presents the confusion matrix for the tuned Random Forest in binary
classification. The classifier exhibited high precision and recall, with most
misclassifications being false negatives (Al misclassified as Human). This conservatism
is desirable in real-world applications like authorship verification.

Confusion Matrix - Random Forest (Binary)

3500
3000

2500

= 2000

True Label

- 1500

525 1475
- 1000

c
©
£ -
=}
b

-500

Al Human
Predicted Label

Fig. 5. Confusion matrix for the tuned Random Forest classifier

Fig. 6 shows the corresponding confusion matrix for Gradient Boosting. The pattern
of classification errors closely resembles that of Random Forest, with both classifiers
achieving high recall for human-written texts and only marginal confusion involving
high-quality Al-generated content. The balanced distribution of predictions confirms the
robustness of ensemble models in binary classification.

Table 7 summarizes the best-performing configurations for each model. These
tuned settings were selected using randomized search and cross-validation and proved
essential in boosting overall classification scores.

Fig. 7 compares macro F1-scores for all models before and after tuning, highlighting
performance improvements due to optimized hyperparameters.

To better understand which stylometric features contributed most to model
predictions, feature importance scores were extracted from the Random Forest and
Gradient Boosting classifiers. Table 8 and Table 9 list the top-ranked features for each
model. Across both models, Simpson’s Diversity Index and type-token ratio consistently
emerged as the most informative indicators. These metrics effectively capture lexical
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Confusion Matrix - Gradient Boosting (Binary)
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Fig. 6. Confusion matrix for the tuned Gradient Boosting

Tuned Parameters

Table 7

Model Multiclass

Binary

‘solver’: ‘saga’,
‘penalty’: ‘12°,
‘max_iter’: 3000,
‘C: 0.1

Logistic Regression

‘solver’: ‘Ibfgs’,
‘penalty’: ‘12°,
‘max_iter’: 3000,
‘C: 0.7

‘n_estimators’: 300,

‘n_estimators’: 300,

‘gamma’: ‘scale’,
‘C’: 10.0

Random Forest “mi.n_samples_split”: 4, “mi.n_samples_split”: 4,
min_samples_leaf’: 1, min_samples_leaf’: 1,
‘max_depth’: 25 ‘max_depth’: None
‘kernel’: ‘rbf’, ‘kernel’: ‘rbf’,
SVM

‘gamma’: ‘scale’,
‘C’:100.0

‘min_samples_split’: 2,
‘min_samples leaf”: 1,
‘max_depth’: 10

Decision Tree

‘min_samples_split’: 2,
‘min_samples leaf”: 1,
‘max_depth’: 10

‘min_samples_split’: 2,
‘min_samples_leaf’: 1,
‘max_depth’: 10

Gradient Boosting

‘n_estimators’: 300,
‘max_depth’: 5,
‘learning_rate’: 0.1

variation and repetitiveness, making them reliable indicators for distinguishing between

AT and human writing.

The consistent top-ranking of simpsons_d and type_token_ratio suggests that lexical
diversity and richness are among the strongest indicators distinguishing Al from human

writing.

Fig. 8 displays a SHAP summary plot for the tuned Gradient Boosting model,
confirming that the top features identified by global importance measures also have the

highest local impact on model predictions.
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Macro F1-Scores Before and After Hyperparameter Tuning

Before Tuning
0

| I I I l
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Fig. 7. Hyperparameter tuning results
Table 8
Feature Importances — Gradient Boosting

Feature Importance
simpsons_d 0.309
type token ratio 0.191
avg sentence length 0.096
punctuation ratio 0.089
avg word length 0.074
yules k 0.069
gunning_fog index 0.037
function word ratio 0.033

Table 9
Feature Importances — Random Forest

Feature Importance
simpsons_d 0.184
type token ratio 0.142
avg sentence length 0.100
punctuation_ratio 0.093
yules k 0.085
avg word length 0.070
flesch reading ease 0.065
gunning_fog index 0.059
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noun_ratio
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Low

2 : 3
SHAP value (impact on model output)

Fig. 8. SHAP Analysis for Gradient Boosting

Conclusions. This study demonstrates the efficacy of interpretable stylometric
features in distinguishing between Al-generated and human-written text. Using a dataset
of 30,000 balanced samples derived from ChatGPT, DeepSeek, and human responses,
five machine learning models were evaluated on multiclass and binary classification
tasks. Ensemble models, particularly Random Forest and Gradient Boosting, exhibited
the highest performance, achieving macro F1-scores up to 0.84 and 0.86, respectively.

A key contribution of this work is the identification of stylometric indicators that
remain relevant and effective even as generative Al continues to advance. Metrics
such as Simpson’s Diversity Index, type-token ratio, average sentence length, and
punctuation frequency emerged as consistently informative across models. The SHAP
analysis and feature importance rankings confirmed that interpretable linguistic features
provide robust and meaningful signals for distinguishing text origin.

Furthermore, this research highlights the practical value of affordable dataset
generation using open-source local models within the Ollama framework. This allows
researchers to create diverse, labeled corpora without reliance on paid APIs or restricted
datasets, supporting reproducibility and open experimentation.

Future work will extend this framework by evaluating transformer-based
architectures such as RoOBERTa, DistilBERT, and XLNet to compare deep contextual
models with stylometric approaches. Additionally, domain-specific and multilingual
datasets will be incorporated to assess generalization performance and robustness under
varying linguistic conditions.

Ultimately, this study affirms that stylometry remains a powerful and interpretable
tool for Al text detection. When combined with ensemble learning and lightweight
feature engineering, it can deliver high-accuracy results with full transparency — making
it well-suited for applications in education, publishing, and digital integrity assurance.
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